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Abstract

To progress in the understanding of phase detector capabilities, a ®rst requirement has been ful®lled
by manufacturing reproducible sensors. A second objective, investigated in this paper, is to diminish the
sensitivity of the processing technique to the various criteria required to perform the signal analysis.
A new real-time signal processing technique, based on optical probe responses during probe±interface
interactions, is presented, and its objectiveness is demonstrated. When used with mono-®ber or dual-
®ber sensors, it provides local void fraction and gas velocity measurements. The performance of these
measuring chains is evaluated in various air±water two-phase ¯ows for di�erent probes. Possible
mechanisms responsible for void fraction uncertainties are discussed. It is also shown that mono®ber
probes with a conical±cylindrical±conical extremity are well suited to measure gas velocities in dispersed
two-phase ¯ows. # 1999 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Since the pioneering works of Neal and Banko� (1963) and of Miller and Mitchie (1970),

respectively, on resistivity and on optical sensors, phase-detection probes have become very

common measuring devices for the investigation of gas±liquid two-phase ¯ows. Apart from

concentration measurements, the capabilities of single probes have been extended along various

directions: current research concerns notably the determination of the size distribution (Liu
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and Clark 1995), and the de®nition of ¯ow regime indicators (Kozma 1995; Spindler and
Hahne 1995). Meanwhile, bi or multiple probes have been extensively developed not only to
measure gas velocity, but also to quantify the mean interfacial area density and the Sauter
mean diameter (Revankar and Ishii 1992, 1993; Kataoka et al. 1994; Leung et al. 1995; Hibiki
et al. 1997).
Despite these advances, phase-detection probes are not completely mastered. One basic

problem is the evaluation of measurement uncertainties. A survey of the literature shows huge
variations in probe performance (relative errors from ÿ56 to +11% are reported for air/water
or liquid/vapour freon (Cartellier and Achard 1991)). These could be attributed to the two-
phase ¯ow conditions considered and to the reference technique employed. More critical are
the e�ects of probe design and signal processing. For the former, the latency length concept
allows an objective comparison between probes (Cartellier 1990). In an idealised but interesting
attempt, Carrica et al. (1995) related the void fraction error with the probe detection
capability, or, more precisely, with the minimum detectable chord, which they evaluated as
equal to the size of the probe extremity. Since this simpli®ed model discards the complexity of
the dewetting process, which is particularly clear at large impact angles (Cartellier and Barrau
1998a,b), it is unlikely that it can provide a reliable estimate of measurement uncertainties.
Therefore, an experimental approach for the evaluation of sensor performance still appears
unavoidable.
This argument is also strengthened by the fact that, regardless of the probe characteristics,

the processing of raw signals required to locate the interfaces assumes a key role. Most existing
processing techniques have been very clearly analysed by Zun et al. (1995). One can distinguish
the ``classical'' techniques as based on absolute amplitude thresholding (single or double, on
the signal or its slope), and these remain by far the most common (Schmitt et al. 1995; Garnier
1997; Hibiki et al. 1997). They share a common limitation that they exhibit a high sensitivity to
the processing criteria (Cartellier and Archard 1991), essentially because they are incompatible
with the actual response of probes interacting with interfaces. Taking into account such micro-
scale phenomena has led to a new generation of procedures characterised by adaptative
thresholding, i.e. thresholds evolving with the signal amplitude and shape. For example, van
der Geld (cited by Zun et al. 1995) monitored the evolution of amplitude maxima, and
distinguished full amplitude signals from the incomplete signatures usually associated with
small chords: each population is processed with ®xed but di�erent thresholds. More re®ned
procedures rely on a detailed analysis of every bubble signature: a wave-form analysis
providing the amplitude and shape of each signal has been introduced by Cartellier (1992)
while Zun et al. (1995), using the so called two-point discrimination, monitored the evolution
of local extremum. Consequently, both criteria sensitivity (Cartellier 1992), and void fraction
uncertainty (Zun et al. 1995) have been reduced compared with other techniques.
In this paper, the technique used by Cartellier (1992) is revisited with the aim of improving

its objectivity by rationalising the detection criteria, and developing a real-time signal
processing. Phase detection performances of the complete sensors are then quanti®ed in air±
water ¯ows (Section 5).
The other question addressed in this paper concerns gas velocity measurements. The

feasibility of such measurements using a mono®ber probe has already been demonstrated
(Cartellier 1992), but its reliability remains to be checked more systematically. This is
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particularly true for the new probe geometries optimised for this purpose (Cartellier and
Barrau 1998b). Hence, gas detection and gas velocity measurements have been combined in the
same real-time processing, which is presented in Section 2. Some conical (named 1C) and
conical+cylindrical+conical (named 3C) mono®ber optical probes are quali®ed with regard
to gas velocity in air±water ¯ows in Section 5, where they are also compared with the
widespread bi-probe technique.

2. Real-time signal processing for mono®ber probes

2.1. Extraction of the characteristic function and of signi®cant rise times

Starting from raw signals delivered by optical probes (Fig. 1), the identi®cation of the gas
dwell time is based on the determination of the dates of probe entry TA and exit TB through
each bubble (Fig. 2). As shown by the analysis of the response of various probes (Cartellier
1990; Cartellier and Barrau 1998a,b), and discarding probe geometries delivering pre-signals,
the very beginning of the signal rise corresponds to the detection of the disturbed interface
location. Hence, to identify the bubble signatures, only two quantities have to be evaluated: the
amplitude corresponding to a fully wetted probe VL and the peak to peak noise amplitude VB.
Since discrimination is not possible within the noise, the presence of a bubble is detected

Fig. 1. Actual bubble signatures from a conical optical ®ber (sampling frequency 20 kHz, DV14 V).
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whenever the signal exceeds the level VT=VL+CS1 VB, where CS1 is a security coe�cient
accounting for the randomness of the noise. For a gaussian noise, the coe�cient CS1, which
varies between 0.5 and 1, is typically set to 0.75, so that the probability of interpreting a noise
peak as a bubble is less than 0.005. Note also that since bubble signatures lower than level VT

are ignored, it is recommended to ensure a good enough signal to noise ratio (SNR) to
minimise VT. The actual entry date TA is determined by the occurrence of a signal anterior to
the beginning of the event detected, and whose amplitude exceeds the base level VL by an
amount of VB/2. Hence, TA is determined by the parameters VL and VB; its dependency on
CS1 being only conditional, the above procedure di�ers from absolute thresholding.
For the exit date TB, an analysis of the shape of the signature is ®rst required. If a plateau

exists, the de-wetting process has been almost completed (neglecting here the in¯uence of tiny
droplets stuck on the ®ber), and the ensuing wetting process produces a steep signal decrease
as shown by the type I signature in Fig. 2. Denoting VG the mean plateau level, the exit date
TB corresponds to an amplitude VGÿCS3 (VGÿVL), where according to the water entry
responses observed in well-controlled conditions (Cartellier 1990, Cartellier and Barrau
1998a,b), CS3 ranges from a few percent up to 30%. The situation is less clear for low
amplitude, usually bell-shaped, signatures, such as the type II signal in Fig. 2, which is
characteristic of incomplete probe drying. It has been decided to apply again the above criteria,
replacing VG by the peak amplitude VP. To ®nely adjust the parameter CS3 in this case, more
work is needed to locate the rear interface on type II signatures. At present, values in the range
of 5±20% for CS3 are currently used, the default value being 10%. In all cases, VG or VP

being computed for each event, CS3 is the only free (but strongly bounded) parameter
intervening in the detection of TB.
The wave-form analysis is based on a sub-sampling controlled by a single amplitude

parameter WA. Starting from the event TA, sample points are tagged whenever the amplitude
di�erence with the previous tagged point is at least WA. This sub-set of tagged events

Fig. 2. Sketch of characteristic events detected on bubble signatures.
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reproduces the shape of the waveform with a low number of data. A compromise must be
sought between a re®ned enough tagging leading to acceptable uncertainties on VG or VP, and
a reduced number of computations to ensure real-time detection by the processor. To estimate
this optimum, tests have been performed on actual signals collected in bubbly ¯ows and
combined with random Gaussian noise. The ®rst wave-form considered corresponds to a type I
signature, while the second one is of type II. De®ning DV as the maximum amplitude
di�erence observed for a wet and a dry probe, the following constraints were obtained:

. For WA/DV<0.25, the relative uncertainty on the gas dwell time TG=TBÿTA mainly due
to variations in the location of TB, is zero for type I and less than 21% for type II
signatures.

. For WA/VB>0.75, the plateau detection is 99% successful, and the amplitude VG is
estimated within21% for the signal-to-noise ratio (SNR=DV/VB) considered (from 5±20).

Moreover, to render the CPU time compatible with the sampling frequency and the bubble
arrival rate, WA/DV must not be too small. The precise limit depends on the capabilities of the
CPU and on the nature of the ¯ow. Typically, for the system described in Section 2.2, WA/DV
was not less than about 0.1:0.1 is the default value.
Once the above information is at hand, it is straightforward to measure the rise time Tr.

This duration Tr is determined from two characteristic points C and D located on the signal
rise and corresponding, respectively, to a lower and an upper threshold (Fig. 2). Threshold
values, de®ned as a percentage of DV, must correspond to those used during probe calibration.
Also, since rise time/velocity correlations are essentially valid for close to normal impacts
(Cartellier and Barrau 1998b), meaningful transitions must be selected among the signatures.
For 2 mm bubbles, it has been found that complete de-wetting is ensured when the plateau
duration exceeds the rise time. This corresponds to incidence angles less than about 408, for
which the rise time/velocity correlation is accurate within 10% for 3C probes. Similar
behaviour is expected to hold for bubbles in the whole range of ellipsoidal and rocking
regimes, i.e. roughly for EoÈ =Gd 2/s<40 (Clift et al. 1978) where G is the pressure gradient, d
the bubble size, and s the surface tension. Therefore, in addition to the presence of a plateau,
the selection relies on the criteria TG/Tr>CS2, where the coe�cient CS2 must not be less than
unity. For the selected transitions, Tr is computed as the di�erence TDÿTC.

1

The real time procedure furnishes for each signature the dates TA and TB (referenced from
the beginning of measurements), the amplitude VG or VP, the rise time Tr, when applicable,
and a code specifying the nature of each waveform according to the validated criteria. It is
worth underlining that this procedure is valid while the signal amplitude at the liquid level
remains stable during the entire measuring duration. Departure from this situation was never
observed in air±water ¯ows except in the presence of strong accidental fouling. For liquid±
liquid systems in which one phase sticks preferentially to the probe, and for mist ¯ows,
adaptation of the above criteria is required.

1 To account for variations of the plateau amplitude observed notably in viscous liquids, a condition VGrVR has
to be added where the reference level VR remains to be evaluated. In air±water two-phase ¯ows, the plateau ampli-
tudes are fairly stable and this criterion is not required.
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Slope thresholding (as described in Cartellier 1992) has not been implemented in the real-
time procedure for two reasons. First, the large variations of the rise time with impact angle
indicate that absolute slope thresholding is inappropriate. Second, di�erentiation of the signal
requires some amount of ®ltering and/or splining which drastically diminish the performance
of real-time processing.

2.2. Architecture and post-processing

To account for the ®nite response time of the optodetector (typically 1 ms) and to reduce the
noise, the raw signal is usually low-pass ®ltered (Butterworth ®lter, 24 dB/octave) before
digitalisation. The sampling frequency of the A/D converter (10 bits) can be adjusted up to a
value of 1 MHz. The data are then processed by a digital signal processor DSP 56001 (®xed
mantissa) driven by a 20 MHz clock, with a resulting computation power of 10 Mips. The
information TA, TB, VG or VP and eventually Tr, are stored in SRAM (128 Kwords, 24 bits)
and the absolute dating of these events is ensured by an external clock up to a duration of 4 h.
To check the convergence, these data are also transferred to a personal computer through a
FIFO memory, for ploting the time evolution of the gas dwell-time and rise-time distributions
as well as the void fraction.
The real-time performance of this system has been evaluated using periodic identical

trapezoidal wave-forms (with WA set at its default value). Rise-time detection was ®rst
excluded. For a given sampling frequency, the curves of Fig. 3(a) de®ne the regions where no
event is missed as a function of the wave-form (or ``bubble'') arrival frequency and the
``apparent void fraction''. For example, at a digitalisation rate of 500 kHz, and for a ``bubble''
arrival frequency of 10 kHz, the maximum void fraction is about 25%. These performances are
not fully representative of what may happen in real ¯ows, notably because the arrival
frequency can evolve with time, leading to a saturation of the processing capacity of the DSP.
Let us nevertheless mention that void fraction measurements have been achieved without any
loss of information at a digitalisation rate of 500 kHz, for a bubble arrival frequency of 8 kHz
and a void fraction of about 10% (Fauquet 1995). In a second series of tests, rise time
measurement was included (Tr was set to 10 ms for all tests) and the corresponding
performance is given in Fig. 3(b), where the curves correspond to the detection and the
analysis of all events. As expected, for a given bubble arrival frequency, the maximum
apparent void fraction is reduced. Also, these limits are more sensitive to the bubble arrival
frequency than those obtained for void detection alone.
Post-treatment by a personal computer provides a variety of information (Cartellier 1999).

In this paper, we will be interested only in the local void fraction e and the gas velocity. e is
given classically by the sum of all gas dwell times detected divided by the duration of the signal
which has been scrutinised. The velocity U of a gas inclusion is obtained by inverting the
correlation Tr (U) which has to be determined for the probe and the ¯uids considered, using
either a separate experiment or from the probe geometry (Cartellier and Barrau 1998a,b). A
mean gas velocity can be computed as the arithmetic average of all U values. However, this
estimate is biased, since U is available only for a subset of all bubbles detected. To correct this
bias, at least in part, a velocity U* is evaluated for all gas inclusions using a time interpolation
between the nearest values for U. Beside, assuming that the velocity in the gas inclusion and
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along the chord bisected by the probe equals the velocity U, a phase averaged velocity UG can
be determined according to:

UG �
XN
j�1

TGj U �j =
XN
j�1

TGj �
XN
j�1

TGj U �j =�eT� �
XN
j�1

Cj=�eT�; �1�

where N denotes the total number of bubbles detected during the measurement duration T.
The last equality in (1) introduces the chords Cj intersected by the probe. The local gas
volumetric ¯ux jG equals eUG. Note that the interpolation mentioned above is expected to be
valid when the proportion of signatures with a rise time detection is large, and when these
measurements are rather uniformly distributed in time.

Fig. 3. Real-time capabilities using generated periodic trapezoidal waveforms: (a)TA, TB, VG, VP detection; and (b)
TA, TB, TC, TD, VG, VP detection.
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2.3. Sensitivity analysis for void fraction measurements

Although recommendations have been given in Section 2.1 for the coe�cients involved in the
processing, their actual in¯uence on the measurements must be quanti®ed. For this purpose, a
conical probe has been immersed in a bubbly ¯ow at a ®xed position, and ¯ow conditions have
been held constant. Measurements over a 300 s interval have been repeated for various sets of
the coe�cients CS1, CS3 and WA, including values outside the recommended ranges. The
results in terms of void fraction and mean gas dwell time are given in Fig. 4: the relative
deviation is less than 22% for both measured quantities. This is also the magnitude of the
reproducibility as shown in Fig. 4(d), where ®ve runs obtained for the same coe�cients are
plotted: the void fraction evolves within 22.4% while the mean gas dwell time relative
variation is 21.7%. Since the sensitivity of phase detection has the magnitude of the
reproducibility, it can be concluded that the proposed processing is a fairly objective tool. The
large SNR ensured during these tests (about 80) has allowed testing CS1 and WA far above
their recommended range, illustrating thus, the response of the processing. For lower SNR, the
constraints delineated in Section 2.1 must be strictly ful®lled to avoid erroneous measurements.
A second aspect deserves attention. Indeed, the quanti®cation of VL and VB are crucial for

the signal processing, and an automatic detection of these amplitudes has been implemented in
the system. However, particularly at high void fractions, this detection could be unsuccessful
and the determination of VL and V B must be done by the operator. It is thus worthwhile to
evaluate the accuracy required on these parameters. The in¯uence of VB being the same as
CS1, let us concentrate on the parameter VL. Let us ®x the values V L0 and V B0 declared to
the system, so that the threshold VT is constant and equals VL0+CS1 V B0, and let us vary the
actual liquid level VL of the raw signal. The detection of bubble signatures evolves as sketched

Fig. 4. Sensitivity to CS1, CS3, WA and reproducibility (closed boxes de®ne the recommended ranges of variation).
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in Fig. 5. For V L much lower than VT, low amplitude signatures are missed, Fig. 5(a). Note
that, contrary to absolute thresholding techniques, the gas dwell times of the large-amplitude
signatures are still correctly determined, thanks to the condition imposed for the detection of
the entry dates. Low-amplitude signals become more accurately processed as VL increases, until
VL reaches VL0, which corresponds to nominal operation, Fig. 5(b). As VL is increased further,
some noise peaks are interpreted as bubbles. Such erroneous detections become more
numerous as VL increases and the void fraction grows drastically while small gas dwell-times
overwhelm the distribution of TG, Fig. 5(c). This situation is maintained while a thresholding is
possible, that is roughly until VL1VT+V B0/2. For higher VL amplitude, the system no longer
detects any event, since no thresholding occurs, Fig. 5(d). All these trends have been con®rmed
experimentally, as shown by the evolution of the void fraction and the mean gas dwell-time
with the ratio VL/V L0 (Fig. 6). Notably, for this ratio in the range [0.75, 1], the relative
variations of the measurements are within21%, and no detection occurs for a ratio above 1.2.
It can be concluded that the accuracy required on the measurement of the liquid level VL must
be not less than half the peak-to-peak noise amplitude VB: this is not a very stringent

Fig. 5. Sketch of the evolution of the detection with the actual liquid amplitude for a ®xed threshold level.

Fig. 6. Evolution of void fraction and mean gas dwell-time with the actual liquid amplitude.
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requirement. The same recommendation must be followed with regard to the stability of the
liquid level during data collection.

2.4. Sensitivity analysis for velocity measurements

From the rise-time de®nition, it is clear that the liquid level VL and the amplitude of the
plateau VG must be accurately determined. While VL is calibrated before measurements, VG is
a computed quantity. As shown in Section 2.1, its determination relies mainly on WA, and
constraints have been de®ned to ensure a good accuracy on the estimate of the plateau
amplitude. Thus, the only parameter not yet considered is the coe�cient CS2, which has
been introduced to select meaningful signatures. When CS2 is increased, velocity measurements
are only performed on the largest bubbles present in the ¯ow, inducing a bias in the
statistics. On the other hand, CS2 below unity means that the correlation Tr(U), established
so far for normal impacts, is unduly applied to all kinds of probe±interface interactions.
A typical evolution of the mean gas velocity UG with CS2 is given in Fig. 7. These data
have been collected with a 3C probe in an air±water dispersed ¯ow at a void fraction
about 2.4%. As expected, the mean gas velocity UG increases steadily with CS2, but, for
CS2 in the range [1, 5], the evolution is limited to 9%. Note that measurements performed for
CS2 higher than 5 are less signi®cant, since the percentage of validated signals becomes less
than 10%. According to these trends, the default value for CS2 is set to 2. During post-
processing, it is always possible to strengthen the selection by introducing higher values for
CS2.

3. Real-time signal processing for bi-probes

As mentioned in the introduction, it is worthwhile comparing the velocity measurement
performed with single probes to the classical technique, based on two sensitive tips placed some

Fig. 7. Evolutions of the mean gas velocity and the percentage of rise time measurements with the selection criteria

CS2 for a 3c probe in a bubbly ¯ow.
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distance apart. No geometry optimisation has been performed on bi-probes. The sensors used
are composed of two parallel ®bers, whose axes are perpendicular to the main ¯ow direction.
The distance 1 between their tips, of the order of 1 mm, is less than the size of the bubbles
present in our experiments.

3.1. Tests on controlled interfaces

The response of a commercially available double-probe composed of stretched silica ®bers
(core diameter 100 mm, external diameter 140 mm), has been analysed on well-controlled plane
interfaces obtained by emptying a vertical duct, as sketched in Fig. 8. The distance 1 equals
1.08 mm22%, the length of the ®bers outside the casing tube (3 mm outer diameter) is about
12 mm. The interface velocity Ui and the angle g between the normal to the interface and the
line joining the two tips, have been varied. The interface velocity is known with a 21%
accuracy, and the angle g is determined within a few degrees. The error on the measured
velocity is quanti®ed by (1 cos g/DTÿ Ui)/Ui, where DT is the measured transit time.
Two de®nitions of DT have been tested. DT has been evaluated from the entry dates

TA1ÿTA2, and from TD1ÿTD2 i.e. the time lag between the characteristic points D located at
a threshold of 90% of DV (the subscripts 1 and 2 are used to identify each optical ®ber).
According to the error in velocity plotted in Fig. 9 for g=08, velocities are strongly
overestimated when de®ning DT as TD1ÿTD2. Therefore, the entry date method should be
preferred.
The e�ect of the orientation g has also been investigated for a transit time de®ned by the

entry dates. Error distributions for velocities ranging from 1 cm/s to 3 m/s are given in Fig. 10.
For g=08, the error is roughly symmetrically distributed between over- and underestimates
with a magnitude of about 215%, which is in agreement with the observations of Rossi (1996)
on small bubbles. However, as g increases, the error distribution is strongly shifted towards an
underestimation of the interface velocity. This is, again, a consequence of disturbances induced
by the probes.2

The strong uncertainties observed at large inclinations are probably not fully representative
of what occurs in actual two-phase ¯ows, because of the special con®gurations considered here

Fig. 8. Experimental set-up for the analysis of the response of double-probe on a well-controlled interface.

2 Let us also mention that additional tests have shown that the velocity becomes systematically overestimated
above about 4±5 m/s due to the bending of the ®bers, which reduces the actual distance between tips.
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concerning both the probe and the interface. However limited in their scope, these tests have
underlined the crucial e�ect of interface deformation on the response of bi-probes, indicating
that although the double probe technique is considered as classical, a more detailed
understanding of its drawbacks are required before these sensors can be considered as a
reference tool. Note that the above observations are expected to change when using a bi-probe
facing the main ¯ow.

3.2. Processing criteria and sensitivity

Since we are interested in the statistics of the gas velocity, a time analysis is required instead
of a cross-correlation of the two signals. Signal pairs must be identi®ed to de®ne the transit
times of interfaces, and it is well known that errors occur from bubbles not intercepted by both
sensors. There is no de®nite agreement about the criteria needed to discriminate these non-
associated signals. The most usual test consists of setting a maximum relative di�erences
between the gas dwell-times TG1 and TG2 detected by each sensor. For example, the parameter

Fig. 9. Error in interface velocity (at g=08) for two de®nitions of the transit time DT.

Fig. 10. Distribution of the error in interface velocity measurement using a bi-probe for various orientations g with
respect to a plane interface.
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CSP= vTG1ÿTG2v/TG1 is set to less than 30% by Leung et al. (1995). This kind of criteria

has been retained in our processing. Also, a maximum waiting time is sometimes imposed.

Here, the search for a companion signal on the second channel is stopped when a new signal

occurs on the ®rst probe.

The system for processing double-probe signals is based on the architecture described in

Section 2.2. Since a single A/D converter digitizes the two signals, the maximum sampling

frequency is reduced to 500 kHz. The phase-detection procedure presented in Section 2.1 is

applied in real-time to each channel, so that the succession of the characteristic dates TA1, T B1

and TA2, T B2 are determined with the same time encoding. A default value CSP=5% is used

for a real-time plot of the transit times. The post-processing is similar to that presented in

Section 2.2 for mono®ber probes, except that the pairing of signatures can be performed for

any value of the coe�cient CSP. This feature has allowed to check the sensitivity of velocity to

CSP on the same signals. This test has been performed in a bubbly ¯ow, with a local void

fraction of about 4%. The scanning time was 300 s, during which more than 4000 bubbles

were detected. The void fraction detected by the downstream probe was 4% lower than that

detected by the upstream sensor, mainly due to a decrease in the average bubble arrival

frequency. As shown in Fig. 11, the average gas velocity is weakly dependent on the pairing

parameter CSP, provided that its value is at least 5%. The fact that this trend holds up to high

values of CSP, is due to the speci®c conditions of this experiment, namely a low void fraction

and bubble sizes in the range 2±5 mm. A much higher sensitivity is expected for larger void

fractions and/or wider size distributions. The percentage of pairing is also plotted in Fig. 11: as

expected, it increases steeply as the pairing criteria is relaxed. It should be mentioned that this

validation rate must be not less than say 20% to ensure a meaningful interpolation of

velocities. This corresponds to a coe�cient CSP of at least 5%, and 5% has been used for the

quali®cations.

Fig. 11. Evolution of the gas velocity and the percentage of pairing with the pairing criteria for a bi-probe in a
bubbly ¯ow.
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4. Experimental set-up and procedure

4.1. Test facility and global measurements

To qualify the performance of various optical probes associated with the real-time processing
presented above, pro®les of local measurements are integrated and compared with global
quantities, namely the volumetric gas ¯ow rate QG and the volumetric gas fraction RG3. For
this purpose, co-current, upward two-phase ¯ows in a vertical duct have been considered. The
plexiglass duct, with a D=50 mm internal diameter, is 5 m long. Clean and dry air is injected
at the bottom of the duct (Fig. 12). Three types of injectors were used: a porous plate, and
2 cm long capillaries with an internal diameter of either 90 or 200 mm. In the dispersed regime,
bubble sizes range from 2 to 6 mm. Three volumetric water ¯ow-rates QL were considered,
corresponding to liquid super®cial velocities JL=QL/(pD

2/4) of 0, 0.2 and 1 m/s. The
volumetric gas ¯ow-rate QG was measured with a battery of calibrated ¯ow meters with an
accuracy not less 22.5%. QG (evaluated in the test section) has been varied from 3 to 3830
Nm3/h. The ¯ow regime ranges from bubbly to slug ¯ow.
To measure the volumetric gas fraction RG3, two ball valves, positioned 2 and 4.5 m

downstream from the injection, can be closed simultaneously using a mechanical link: the
closure time is 0.1 s. RG3 is deduced from the volume of water trapped between the valves with
an uncertainty of 0.5% of void. For each ¯ow condition, these measurements were repeated
®ve times with a reproducibility of 0.2% of void in the dispersed phase regime3 and 2% for
slug ¯ow. The larger variance for slug ¯ows is due to the random trapping of slugs. For steady
state and ``fully developed'' conditions, the cross-sectional area average gas fraction RG2

Fig. 12. Gas injection device.

3 In a previous paper (Cartellier et al. 1996), huge uncertainties on RG3 (up to 25%) at gas fractions less than 5%
were reported. This defect which was due to a modi®cation in the aperture of the main liquid valve when activating
quick closing valves, has been corrected. The 0.5% uncertainty of RG3 holds now for the whole dispersed regime.
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should equal the volumetric gas fraction RG3. Although the two-phase ¯ow develops between
the two ball valves, the axial change in RG2 is expected to be less than 1% void, according to
the data obtained by GrosseteÃ te (1995) in conditions close to ours.

4.2. Local measurements

Various probes have been used during the quali®cations. Some of their characteristics,
including the geometry of holding tubes and their orientation with respect to the main ¯ow
direction are reported in Table 1. The stretched probe is a product from Photonetics company,
while the others including conical and conical±cylindrical±conical probes are homemade. The
double-probe used during the quali®cations is composed of two conical probes.
The measuring section is located midway between the quick-closing valves. In this section,

optical probes are translated along a diameter, and their position is measured with a
comparator (uncertainty20.5 mm). The two quantities evaluated are the area gas fraction RG2

de®ned by:

RG2 �
Z 2p

0

dy
Z D=2

0

e�y; r� r dr=�pD2=4�; �2�

and the measured gas ¯ow rate Qm given by:

Qm �
Z 2p

0

dy
Z D=2

0

jG�y; r� r dr; �3�

where r denotes the distance to the duct axis and y the polar angle.

Table 1

Characteristics of the probes used during the tests
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Sets of about 30 probe positions were considered for each ¯ow condition. The measuring
time was 5 min for each location. Note that the processing criteria were set to their default
values and held constant. The sampling frequency has been chosen according to the probe and
the ¯ow conditions. When performing rise-time measurements, sampling frequencies were
typically 100 kHz for the 3C probe and 600 kHz for the stretched probe. Note that all the
conditions considered are well within the real-time capabilities of the system presented in
Fig. 3(a) and (b). The integrations involved in (2) and (3) were performed using linear, cubic or
spline interpolations between the measured discrete values. No signi®cant di�erences were
noticed between these techniques. Measurements at the wall are possible only for the conical
and double tip (Table 1); in all other cases, the conditions e=0 and UG=0 have been
imposed at walls.
As shown by the examples provided in Fig. 13, the pro®les were never totally axisymmetric.

This is partly due to disturbances induced by the holding tube, which results in slightly
higher void fractions on the right-hand side of the pro®les, i.e. in the zone opposite to
the wall supporting the probe. To account for this asymmetry, two integrals were performed
by extending left (from ÿD/2 to 0) and right (from 0 to D/2) pro®les over a 2p angle.
The arithmetic average of these two quantities is considered as the measured value: the
algebraic error is then de®ned as the measured value minus the reference value, divided by
the reference value. The ``left'' and ``right'' integrals are used to de®ne uncertainty bars on all
the plots presented in the next section with larger bars corresponding to greater pro®le
asymmetry.

5. Optical probe performance

5.1. Error in void fraction measurements

The relative error on the gas fraction is given in Figs. 14±16 for various probes. For the ¯ow
conditions de®ned by the intervals RG3$[0.01, 0.27] and JL$[0, 1] in m/s, the error evolves
between ÿ0.8 and ÿ16%. Some general comments can be made about the data:

. The relative error on the void fraction is only marginally sensitive to the probe orientation.
Such behaviour has been also observed by Zun et al. (1995) with their speci®c signal
processing.

. The poorest performances are obtained at zero super®cial liquid velocity: this should not be
surprising since such ¯ows do not exhibit strong unidirectional motion.

. Discarding stagnant conditions (JL=0 m/s), the relative error is maximum for gas fractions
below 7%, i.e. in the ®nely dispersed regime. For RG3 above 7%, the error does not exceed
ÿ11%, with most results being about ÿ5% or better. These ®ndings are nearly the same as
those reported by Zun et al. (1995) for similar gas fractions and their best expert. Yet, it
should be mentioned that the relative error is slightly higher here, maybe due to the casing
tubes which have an outer diameter of 3 mm, while Zun et al. used 0.9 mm outer diameter
tubes.
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Fig. 13. Pro®les obtained with a 3C probe at JL=0.2 m/s and various gas fractions (the probe enters the duct from

r=1).
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The fact that the void fraction is always underestimated, con®rms the correct functioning of
the real-time processing [underestimation was also the rule for Zun et al.'s results (Zun 1997
personal communication)]. Let us underline that, when absolute thresholding is calibrated
against a reference technique, it sometimes occurs that some amount of noise must be
interpreted as a gas phase in order to recover the expected void fraction. Such drawbacks being
avoided here, the amount of error we have determined can be considered as a correct
quanti®cation of probe performance, almost free of bias e�ects due to the signal processing. It
becomes then tempting to identify the parameters governing the phase-detection defects. From
our limited set of data, no clear relationship can be perceived between the error and global
quantities, such as the interfacial area density, the absolute velocity of the gas phase, or a
typical bubble size. Such a breakdown is probably due to the variety of processes contributing

Fig. 14. Relative error in the gas fraction for a conical probe.

Fig. 15. Relative error in the gas fraction for a stretched mono®ber probe.
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to phase-detection error. Discarding processes such as splitting or sticking inclusions observed
in liquid±liquid systems (see Sene 1984; Pinguet 1994) but less important in gas±liquid
mixtures, three mechanisms remain:

1. The blinding e�ect: since the probe (at least those free of pre-signals) detects the disturbed
interface position, the local interface deformation during probe impact contributes to the
error. This leads to the de®nition of a ``blind'' zone or, equivalently, to an e�ective shape
detected by a probe.

2. The drifting e�ect: the trajectory of the bubble is altered leading to either the detection of a
smaller chord, or to no detection at all.

3. The crawling e�ect (a designation proposed by Serizawa et al. (1984) in their study of
bubble±wire interaction): the whole bubble can be decelerated and/or deformed during the
interaction.

Fig. 16. Relative error in the gas fraction for a 3C mono®ber probe.

Fig. 17. Blinding e�ect and the e�ective bubble seen by a probe: (a) Carrica et al.'s model; and (b) probable
behaviour.
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The blinding and drifting e�ects are expected to be responsible for void fraction
underestimation, while the crawling e�ect can have an opposite consequence as well.

For the ®rst e�ect, Carrica et al. (1995) de®ned the blind zone as a membrane over the
bubble interface of width equal to the probe tip radius r, Fig. 17(a). For convex bubbles
randomly distributed in space and with the same direction of motion, their result rewritten for
the relative void fraction error, and restricted to the ®rst correcting term reads:

relative error on e � ÿG
e
r1ÿ 6

r
D32

; �4�

where G is the mean interfacial area density and D 32 the Sauter mean diameter of bubbles
(contrary to the proposal of the authors and in agreement with the behaviour of our
homemade optical probes, a minus sign has been maintained in (4)). Hence, for a given probe,
i.e. for a ®xed value of r, (4) predicts a strong decrease in the error as bubble size increases.
No such trend has been observed in our experiments, although D 32 varied by more than a
factor of 5.

The blind zone being expected to be a strong function of the impact angle, a more realistic
e�ective bubble shape can be introduced, Fig. 17(b). For moderate incidences b, the distortion
arises mainly from the surge e�ect, i.e. the elevation Dx of the interface due to the inertia of
the liquid phase occurring when the probe enters a bubble (the error during water entry is
negligible at low velocities). Since probes are sensitive to the distorted interface location, they
miss a portion of the gas dwell time proportional to Dx. Using a potential approximation, Dx
has been evaluated for probes with a 308 cone angle travelling normal to a plane interface
(Machane 1997). Denoting R the outer radius of the optical ®ber, simulations provide the
following ®t:

Dx=R10:05 �Ui=U0�; U0 :� �g s=rL�1=4: �5�
For water±air systems, U0 is about 0.16 m/s. Assuming (incorrectly) that (5) is valid for all
impact angles, the relative underestimation on the void fraction equals Dx/hCi where hCi is the
mean bubble chord. For a mean bubble size of 2 mm and a 140 mm outer diameter ®ber, the
relative error on the gas fraction would be about 3% at 1 m/s and 0.5% at 0.2 m/s. Hence,
even if such a defect is not negligible at high velocities, it cannot account for our observations
at moderate ¯ow-rates.

For large impact angles, the de-wetting of the probe could not occur or could remain
incomplete, so that the corresponding chords are either not perceived or underestimated,
as sketched in Fig. 17(b). Former experiments with spherical bubbles have shown that no
signal is detected by the probe above a critical eccentricity ec, where ec is typically 0.7 times the
bubble radius for a 20 cSt ¯uid (Cartellier 1992Ðin these experiments, the blinding and
drifting e�ects were not distinguished). Assuming that all chords corresponding to an
eccentricity higher than ec are ignored, the magnitude of the relative error on the void fraction
is found to be:

relative error on e � ÿ
�
1� êc

2

�
ê2c ÿ 3

��
; �6�
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where eÃc=2ec/d, and d is the bubble radius. (6) holds also for ellipsoidal bubbles provided
that the eccentricity is scaled by half the long axis length. According to (6) a critical
eccentricity of 0.7 (respectively, 0.8) corresponds to a relative error of about ÿ12%
(respectively, ÿ6%). These magnitudes are in reasonable agreement with the observations of
Figs. 14±16. However, ec is expected to be sensitive to the liquid viscosity. According to Sene
(1984), who has performed some experiments for a 200 mm outer diameter optical probe
grounded to a 908 cone at its tip, all eccentricities are successfully scanned on bubbles in water
of at least 3 mm in size and at absolute velocities higher than 30 cm/s. This result implies that
no drifting occurs (an observation indeed reported by Sene). Such a behaviour would
invalidate the blinding e�ect as a possible cause of incorrect phase detection in our
experiments. However, in contradiction with Sene's results, we did observe drifting for 3 mm
bubbles at 55 cm/s in water. Additional experiments are thus required to determine ec in water,
and it is presently quite di�cult to appreciate the magnitude of phase detection defects
associated with blinding and drifting.
To quantify the crawling e�ect, the data obtained during the quali®cation of a 140 mm outer

diameter optical probe with a 308 cone at the extremity have been reexamined (Cartellier and
Barrau 1998a). For single bubbles in water (long axis about 2 mm, short axis about 1.4 mm),
the relative error in the chord intercepted by the conical probe has been measured, as well as
the bubble deceleration. All bubbles were pierced along their axis of symmetry. The
corresponding data, plotted in Fig. 18, show that the chord detected by the probe equals its
actual value within 210%. Since such a magnitude holds regardless of the deceleration
experienced by the bubble, it seems that there is a sort of compensation between bubble
deceleration and deformation. Similar trends have been observed by Sene (1984), who has also
analysed the importance of the impact angle on the chord measurements. He concluded that,
when averaging over all eccentricities, the chords detected were 10% smaller than actual values

Fig. 18. Evolution of the relative error in the chord detected by a conical probe with the bubble deceleration
(bubble in water, bubble velocity 55 cm/s).
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for bubbles of a few millimetres in water. Therefore, the crawling e�ect appears also a
plausible cause of incorrect phase detection.
The above magnitudes demonstrate that the two main origins of phase-detection

uncertainties, i.e. the blinding and drifting e�ects on one hand and the crawling e�ect on
another hand, are both likely to explain the observed discrepancies, and that there is not yet
any indication of which is the dominant e�ect if any. Under such conditions, it is not
surprising that our attempts to correlate the uncertainty to global parameters failed. Another
consequence is that optical probe performance is di�cult to predict if ¯ow conditions are
changed.

5.2. Error in gas ¯ow-rate measurements

Let us turn now toward the quali®cations on the gas ¯ow-rate. To calibrate mono®ber
probes, the correlation between the rise time and the interface velocity were obtained under
normal impacts in the facilities described in Cartellier 1992. The results are presented in Fig. 19
with the corresponding power law ®ts. Typically, the latency length, de®ned as the product of
the interface velocity by the rise time, is about 36 mm for the stretched probe, while it is about
400 mm for the 3C sensor.
The relative deviation in the gas ¯ow-rate obtained with the stretched mono®ber probe is

plotted in Fig. 20. The gas ¯ow-rate is always underestimated by an amount not greater than
13%: since these de®cits are close to those observed on the void fraction alone, it can be
concluded that the gas velocity is well estimated. For the 3C probe in bubbly ¯ows (Fig. 21),
the gas ¯ow-rate is recovered within 210%, except at very low gas fractions. For RG3 above
7%, errors in gas ¯ow-rate and gas fractions have the same magnitude, indicating that the gas
velocity is correctly determined. As the gas fraction decreases, the error in the gas ¯ow-rate
diminishes and becomes positive, indicating that the gas velocity is less accurate under these

Fig. 19. Calibration of the Tr(Ui) relationship for the stretched probe and the 3C probe.
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conditions. The situation deteriorates at RG3 less than about 2%: the overestimation in the gas
¯ow-rate is 16% for JL=0.2 m/s. It reaches 35% for stagnant conditions, probably because of
the complex ¯ow structure which generates odd bubble/probe interactions. It must be also
noted that, as shown by Fig. 22, the largest errors in the gas ¯ow-rate correspond to a low
percentage of bubble signatures validated for velocity measurements (less than 45±50%),
probably because the interpolation procedure required to estimate the gas ¯ow-rate becomes
more questionable under these conditions (See Section 2.2). Globally, the trends reported here
are comparable with those obtained by Pinguet (1994) in dispersed oil/water ¯ows with RF
probes adapted to inclusion velocity measurements. This author obtained uncertainties in the
oil ¯ow-rate in the range220%, except at low dispersed phase fraction, where the oil ¯ow-rate
was strongly overestimated (about 70%).

Fig. 21. Relative error in the gas ¯ow-rate for a 3C mono®ber probe in dispersed bubbly ¯ows.

Fig. 20. Relative error in the gas ¯ow-rate for a stretched mono®ber probe.

E. Barrau et al. / International Journal of Multiphase Flow 25 (1999) 229±256 251



The performance of the 3C probe in transition and slug ¯ows is given in Fig. 23. The gas
¯ow-rate is strongly underestimated, while Taylor bubbles larger than 2 cm in size are present.
This defect is not due to the percentage of validation, which is higher than 60% for all the
data of Fig. 23. Instead, it is induced by our selection criteria which, as mentioned in Section
2.1, are not adapted to such bubble shapes. Since actual rise times at large impact angles are
higher than expected from the Tr(U) relationship (Cartellier and Barrau 1998b), velocities are
indeed underestimated. As shown by the data of Fig. 21 for RG3 about 20%, for which the
maximum bubble size was about 1 cm, the above selection problem does not occur for large
wobbling bubbles, because the impact angle in this case scarcely takes important values. Hence,
the limitation of our selection criteria is linked with the bubble shape more than with its size.
The data in the right-hand side of Fig. 23 corresponds to a 10% overestimation of the gas

Fig. 23. Relative error in the gas ¯ow-rate for a 3C mono®ber probe in transition and slug ¯ows.

Fig. 22. Connection between the relative error in the gas ¯ow-rate and the percentage of signatures validated for
velocity measurements (case of a 3C mono®ber probe in dispersed bubbly ¯ows).
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¯ow-rate in the slug regime. Another phenomenon comes here into play: due to the length of
slugs, some liquid ¯ows downward along the vertical holding tube and wets the probe tip
before the rear of the slug impacts the sensor. This phenomenon, ®rst noticed by Leblond
(1995, private communication), is responsible for numerous distorted transients, for which the
Tr (U) law is not valid. Again, the present selection criteria are unable to eliminate such events.
Nevertheless, the gas ¯ow-rate is obtained with reasonable con®dence, but due to the limited
¯ow conditions investigated, no de®nite conclusion can be drawn about the performance of 3C
probes in slug ¯ows.
Data has been obtained with a homemade double-probe composed of two conical probes

with a tip±tip distance of 1.28 mm (Fig. 24). The results, given in Fig. 25 for an association

Fig. 24. Double-probe used during the quali®cation.

Fig. 25. Relative error in the gas ¯ow-rate for a horizontal double-probe.

E. Barrau et al. / International Journal of Multiphase Flow 25 (1999) 229±256 253



criterion of 5%, are almost the same up to CSP=10%. The gas ¯ow-rate is nearly
always overestimated. The error is less than 10% at moderate gas fractions, but increases
steadily for RG3 higher than 20%. The latter behaviour is probably connected with the
increase of incorrect pairing as more numerous interfaces impact the sensor, and as inclusion
trajectories become more complex. According to the high level of the uncertainty (30%)
obtained in a dense dispersed ¯ow, the bi-probe technique can hardly be considered as a
reference tool. However, bi-probes are better suited than the mono-probe technique for ¯ows
including Taylor bubbles, while the later technique is more e�cient in dispersed two-phase
¯ows.

6. Conclusion

A real-time processing for gas detection and gas velocity measurements using either mono-
or bi-probes has been described. From knowledge of liquid and noise signal levels, it gives
access to the entry and exit dates of all bubbles, and for some selected events to the rise time
from which the inclusion velocity can be deduced. The good reliability of the signal processing
has allowed evaluation of the true performances of various optical probes. The probe
quali®cations, achieved through a comparison between area- and volume-averaged gas
fractions, have shown that the void fraction is within +0/ÿ16% of its reference value, for the
¯ow conditions and probes considered. If stagnant conditions are discarded, the average
discrepancy drops to ÿ6%. It has been shown that two mechanisms, namely the blinding±
drifting e�ect and the crawling e�ect, provide equally plausible explanations for these defects.
A more detailed analysis of bubble±probe interactions is, therefore, required before any
signi®cant scaling law could be proposed to estimate a priori the void measurement
uncertainty. Accordingly, the magnitudes obtained in this paper cannot be considered as valid
for ¯ow conditions too di�erent from those investigated. Notably, uncertainties are expected to
increase in viscous ¯uids or in mixtures composed of tiny bubbles. Also, and as indicated by
the results obtained for stagnant conditions, larger errors would occur in two-phase ¯ows with
strong three-dimensional and unsteady structures.
Inclusion velocity measurements with the mono®ber technique have proven fairly

accurate in dispersed bubbly ¯ows even at high gas content. This technique, used either with
stretched probes or with the new 3C probes, is more reliable than the bi-probe technique.
However, it still requires re®ned selection criteria to properly analyse the signatures of
hemispherical cap bubbles, so that bi-probes are recommended whenever such shapes are
present.
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